Habenula Lesions Reveal that Multiple Mechanisms Underlie Dopamine Prediction Errors
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In Brief
Dopamine neurons signal reward prediction errors (RPEs), but how RPEs are calculated remains unknown. Tian and Uchida found that lesions of the habenula impair specific aspects of RPE signaling by dopamine neurons, particularly negative RPE caused by reward omissions.
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SUMMARY

Dopamine (DA) neurons are thought to facilitate learning by signaling reward prediction errors (RPEs), the discrepancy between actual and expected reward. However, how RPEs are calculated remains unknown. It has been hypothesized that DA neurons receive RPE signals from the lateral habenula. Here, we tested how lesions of the habenular complex affect the response of optogenetically identified DA neurons in mice. We found that lesions impaired specific aspects of RPE signaling in DA neurons. The inhibitory responses caused by reward omission were greatly diminished while inhibitory responses to aversive stimuli, such as air puff-predictive cues or air puff, remained unimpaired. Furthermore, we found that after habenula lesions, DA neurons’ ability to signal graded levels of positive RPEs became unreliable, yet significant excitatory responses still remained. These results demonstrate that the habenula plays a critical role in DA RPE signaling but suggest that it is not the exclusive source of RPE signals.

INTRODUCTION

The ability to predict future outcomes based on sensory inputs is critical for making proper decisions. Psychological studies of animal learning have shown that temporal contiguity between two events (e.g., a sensory cue and reward) is not sufficient for establishing an association between them. Instead, it has been postulated that the efficiency of learning depends on how surprising the outcome is (Kamin, 1969; Rescorla and Wagner, 1972; Steinberg et al., 2013). According to Rescorla and Wagner (1972), learning (Δv) is proportional to the discrepancy between the value of obtained reward (R) and the predicted value of reward (v), or reward prediction error (RPE) (R − v):

\[ \Delta v = \alpha (R - v) \]

DA neurons in the midbrain signal RPEs (Bayer and Glimcher, 2005; Cohen et al., 2012; Schultz et al., 1997). DA neurons are excited by unpredicted reward. When a sensory cue predicts a reward, DA neurons respond to the reward-predictive cue and their response to the predicted reward is greatly reduced. Furthermore, when a predicted reward is omitted, DA neurons decrease their firing (“dip”) from baseline. The mechanisms by which DA neurons generate RPE signals, however, remain largely unknown.

Recent studies have found that neurons in the lateral habenula (LHb) also encode RPEs, but in the opposite direction compared to DA neurons (Matsumoto and Hikosaka, 2007, 2009a). After lesion or inactivation of lateral habenula, animals show deficits in flexible behavior and decision making (Stopper and Floresco, 2014; Thornton and Bradbury, 1988; Thornton and Davies, 1991). Furthermore, stimulation of LHb causes transient inhibition of DA neurons (Christoph et al., 1986; Ji and Shepard, 2007; Matsumoto and Hikosaka, 2007) and is sufficient to cause aversive learning (Matsumoto and Hikosaka, 2011; Stamatakis and Stuber, 2012). These findings raised the possibility that RPE signals are already calculated in LHb and simply relayed to DA neurons. Although intriguing, this hypothesis has not been tested experimentally. Moreover, at the behavioral level, it is unclear whether and how the habenula regulates learning that depends on positive or negative RPEs.

To address these questions, we performed bilateral lesions of the habenula and examined the effects on the firing patterns of DA neurons as well as behavioral performance in a classical conditioning task. We found that habenula lesions significantly impaired DA neurons’ normal inhibitory response to reward omission. By contrast, inhibitory responses to air puff-predictive cues or air puffs remained intact in lesioned animals. Furthermore, DA neurons encoded RPE signals during reward-predictive cues and reward in lesioned animals, although these responses were less reliable. At the behavioral level, we observed a phenotype that is consistent with a relative reduction of negative, over positive, RPEs. Taken together, our results support the idea that multiple inputs play a role in the generation of RPE-related activities of DA neurons.

RESULTS

Behavioral Paradigm and Habenula Lesions

We trained mice in a classical conditioning paradigm in which odor cues (conditioned stimuli [CS]) predicted either appetitive or aversive outcomes (unconditioned stimuli [US]) with different probabilities (Figures 1A and 1B). In reward trials, the size of water was constant and the probability of water delivery was varied (90%, 50%, 10%) for different odor cues. In aversive trials, air puffs were delivered to the face of the mouse with...
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90% probability. Each behavioral trial began with an odor cue (CS; 1 s) followed by a 1-s delay and an outcome (US). In addition to the cued trials, we added some trials with reward alone (free reward) or air puff alone (free air puff) without an odor cue. Mice began to lick during the delay between the reward-predictive cue and reward. Lick frequencies were higher in trials with higher reward probabilities, indicating that the animals learned the association of odor cues and the expected value of the upcoming reward.

Overall Firing Patterns of Dopamine Neurons in Control and Lesion Animals

We recorded the spiking activity of neurons in the VTA (170 neurons in seven control animals and 276 neurons in five lesion animals, Figure S1B; control: 14 ± 7 days, lesion: 15 ± 8 days, mean ± SD). To identify DA neurons while recording, we tagged DA neurons with a light-gated cation channel, channelrhodopsin-2 (ChR2) (Experimental Procedures). DA neurons were identified based on their responses to light delivered through an optical fiber placed near the tip of the electrodes. In addition to reliable spiking responses to light, we also verified that the shape of light-evoked spikes was almost identical to that of spontaneous spikes (correlation coefficient > 0.9). Based on these criteria (see Experimental Procedures for detail), we obtained 45 and 44 DA neurons in control and lesion animals, respectively (control: 6.4 ± 5.3, lesion: 8.8 ± 4.9 neurons per animal; mean ± SD; Figures 2A–2F). These neurons showed short-latency spikes...
Figure 2. Optogenetic Identification of Dopamine Neurons and the Overall Firing Patterns of Dopamine Neurons

(A) Voltage trace of an example DA neuron. Cyan bars, laser stimulation. One spontaneous (left) and one light-triggered (right) spikes are shown below.

(B) Raster plot of the same neuron to 10 Hz (left) and 50 Hz (right) stimulations.

(C) Isolation of this neuron (arrow) from the noise cluster. The energy of spike waveform is defined as the integral of the squared voltage values (∫v²dt).

(D) Histogram of p values testing whether light-activation induced significant changes in spike timing (n = 446 units). The p values were derived from stimulus-associated spike latency test (SALT) (see Experimental Procedures) (Kvitsiani et al., 2013). Neurons with p values <0.05 and waveform correlations >0.9 were considered identified (gray).

(E) Probability of a spike as a function of stimulation frequency for each DA neuron (gray) and the mean across DA neurons (blue).

(F) Histogram of mean (left) and SD (right) spike latency to light stimulation.

(G) Average firing rates of all identified DA neurons recorded in control (left) and lesioned (right) animals. US+, trials in which outcome was delivered; US−, trials in which outcome was omitted. Grey area indicates the time of odor stimulation. Dash line indicates expected US onset time. n, number of neurons from seven control and five lesion animals. The same sets of neurons are used for (H) and (I). See also Figure S2.

(H) Boxplot of baseline firing rate of DA neurons. The edges of the boxes are the 25th and 75th percentiles, and the whiskers extend to the most extreme data points not considered outliers. Points are drawn as outliers if they are larger than Q3 + 1.5 × (Q3–Q1) or smaller than Q1 − 1.5 × (Q3–Q1), where Q1 and Q3 are the 25th and 75th percentiles. Outliers were plotted as individual data points. *p < 0.05 (Wilcoxon rank-sum test).

(I) Baseline firing rate of individual DA neurons plotted as a function of days of recording. The firing rate of neurons in lesion group is not significantly correlated with recording days (r = 0.24, p = 0.11; Pearson correlation). Black, control; red, lesion.
in response to light (3.4 ± 1.1 ms, mean ± SD) and had little jitter in the latency of the first spike (Figure 2F), indicating that they were directly activated by light.

Identified DA neurons in the control group showed characteristic firing patterns consistent with RPE signals (Figure 2G, left). First, they were activated by reward-predictive CSs in a value-dependent manner. Second, they responded strongly to unexpected reward and their reward responses were reduced when an odor cue predicted the reward. Third, when an odor predicted reward, omission of that reward caused a transient decrease in firing rate around the time when a reward was expected. In lesion animals, DA neurons’ dip during reward omission became sporadic in timing and less prominent over the population (Figure 3B).

In lesion animals, the baseline firing rate of DA neurons was elevated (control: 5.60 ± 2.26 spikes/s; lesion: 6.64 ± 3.20 spikes/s; mean ± SD; p < 0.05; Wilcoxon rank-sum test; Figure 2H), but did not correlate with days of recording (Figure 2I). Furthermore, we found that the firing rate difference between control and lesion groups (***p < 0.001; no labeling, p > 0.05; Wilcoxon rank-sum test). Black and red asterisks indicate a significant difference between responses to two probabilities of reward within the control or lesion group (**p < 0.01; n.s., not significant; Wilcoxon signed-rank test).

**Inhibitory Responses during Reward Omission Were Greatly Reduced in Lesion Animals**

In control animals, reward omission caused a significant dip in most DA neurons (see Figure 2G for average responses and Figure 3A for example neuron). The response of individual DA neurons was visualized using the receiver-operating characteristic (ROC) analysis (Green and Swets, 1966). For each neuron, firing rate change from baseline was quantified using the area under the ROC curve (auROC) in a sliding window. Values > 0.5 indicate increases in firing rate and values < 0.5 indicate decreases (shown by yellow and blue, respectively, in Figure 3B). In control animals, many individual DA neurons showed a transient decrease in firing rate around the time when a reward was expected. In lesion animals, DA neurons’ dip during reward omission became sporadic in timing and less prominent over the population (Figure 3B).

In control animals, 86.7% of the DA neurons showed a significant dip in activity during omission of 90% reward (p < 0.05, Wilcoxon rank-sum test), while only 47.7% in lesion animals did so (Figure 3C). The magnitude of the dip, as quantified by the decrease in firing rate from baseline during omission of 90% reward, was also reduced in lesion animals (control: −2.6 ± 0.2, spikes/s; lesion: −1.5 ± 0.2, spikes/s; mean ± SEM; p < 0.0001, Wilcoxon rank-sum test; Figure 3D).

Furthermore, we found that the firing rate difference between the omission of 50% reward versus that of 90% reward was smaller in lesion animals (firing rate difference: control: 3.20 ± 0.2, spikes/s; lesion: 2.60 ± 0.2, spikes/s; mean ± SEM; p < 0.05, Wilcoxon rank-sum test; Figure 3E; see Experimental Procedures). We also noticed that DA neurons began decreasing their firing rate before the expected timing of reward delivery. This is probably due to uncertainty in reward timing because the timing at which an odor reaches the olfactory epithelium may vary depending on the timing of inhalation onset. We found that this “pre-reward dip” was affected by lesions in a similar
manner as the dip after the time of expected reward onset (Figure S3).

We examined whether unintended lesion of PVT contributed to the lesion effect; we did not find significant correlations of the PVT lesion size and reward omission response ($r = -0.19$, $p = 0.21$; Pearson correlation). Together, these results demonstrate that the inhibitory responses in DA neurons during reward omission were impaired by lesioning the habenular complex.

**Inhibitory Responses to Air Puff Remain Unimpaired**

LHb neurons are excited by aversive outcomes and cues that predict them, in addition to the omission of predicted reward (Matsumoto and Hikosaka, 2009a). If habenula plays a general role in generating the inhibitory responses of DA neurons, DA neurons’ inhibition by air puff-predictive cues and air puff should also be reduced.

Many identified DA neurons showed biphasic responses to air puff, consisting typically of a brief excitation followed by inhibition (Figures 4A and 4B). In both excitatory and inhibitory phases, an unpredicted (“free”) air puff caused significantly stronger responses than did a predicted air puff (Figure S4). We first quantified the net response of individual neurons using 0–400 ms time window to cover the entire air puff response period. Contrary to the above prediction, a larger fraction of neurons in the lesion group were significantly inhibited by a free air puff than in the control group (control: 18%, lesion: 36%, $p < 0.05$, Wilcoxon signed-rank test; the difference in the fractions between control and lesion animals: $p < 0.05$, binomial test; Figure 4C). Similar trends were observed when the responses were quantified using firing rate changes (Figure 4D). We also examined the prediction error coding for air puff by quantifying the discriminability between predicted and unpredicted air puff using the auROC values; there was no significant difference between the control and lesion group (Figure 4E).

We next analyzed the data by dividing the analysis window into early excitatory and late inhibitory epochs based on the average time course in control animals (0–120 ms and 120–400 ms from air puff onset for excitatory and inhibitory periods, respectively). During the early excitation epoch, we observed no significant difference in neurons’ responses to predicted or free air puffs (Figure S5A). In the late inhibitory response epoch, neurons in lesion animals were significantly more inhibited than those in control animals (Figure S5B). These results hold true even if we shifted the boundary between early and late analysis windows (e.g., 100 ms or 150 ms).

During the CS period, about half of identified DA neurons showed a decrease in firing in response to air puff-predictive cues compared with pre-odor baseline activity (Figures 4C and 4D). These inhibitory responses were also unimpaired by habenula lesions. In summary, these results show that habenula lesions preferentially impaired the response to reward omission while leaving other inhibitory responses either unaffected or even increased.

**Positive RPEs Were Weakened but Preserved**

We next analyzed phasic excitation following positive RPE events including reward-predictive cues and reward (Figure 5). In control animals, almost all identified DA neurons showed a transient excitation in response to the 90% reward CS (95.6%, 43 of 45 DA neurons; spike counts in a 0–600 ms window after CS onset against baseline; $p < 0.05$, Wilcoxon rank-sum test; Figure 5A) or to unexpected reward (100%, 45 of 45 DA neurons; spike counts in a 0–400 ms window after US onset against baseline, $p < 0.05$, Wilcoxon rank-sum test; Figure 5B). By contrast, in
lesion animals, fewer neurons responded significantly to 90% reward CS (70.5%, 31 of 44 DA neurons; Figure 5A) or to unexpected reward (84.1%, 37 of 44 DA neurons; Figure 5B). When the magnitude of the responses was compared, phasic firing to events with positive RPE signals was smaller in the lesion group (54% decrease for 90% reward predictive cue; 38% decrease for free or 10% reward; Figures 5C and 5D). These CS and US responses were also less reliable in distinguishing 90% versus 50% probability of reward in lesion animals (auROC, 90% versus 50% reward, p < 0.0001 for both CS and US responses when comparing control and lesion group, Wilcoxon rank-sum test; Figures 5E and 5F).

Although DA neurons in the lesion group signaled positive RPE less reliably, these responses were still modulated by reward expectation (p < 0.001, Wilcoxon signed-rank test; Figures 5C and 5D), exhibiting the hallmark of RPE-related activity. This is true even in the animals with almost complete lesions of the habenula (Figures S3B and S3C). These results suggest that the habenula boosts the positive RPE-related responses of DA neurons, but may not be required for these responses.

Analysis of Putative GABA and Other Unidentified VTA Neurons

VTA contains a large number of GABA neurons, which are directly innervated by excitatory projections from the LHb (Brinschwitz et al., 2010; Omelchenko et al., 2009). The firing patterns of VTA neurons in a similar task can be classified into three distinct clusters using an unsupervised method (Cohen et al., 2012). DA neurons and GABA neurons corresponded to two of the three types identified with this method. Although we did not directly identify GABA neurons in the present study, we analyzed the putative GABA neurons by classifying neurons into three response types. First, we clustered all recorded VTA neurons in control and lesion animals into three clusters based on their firing patterns in 90%-reward trials (Figure 6A). All identified DA neurons in control animals and most (37/44) identified DA neurons in lesion animals fell into the first cluster, consistent with our previous study (Cohen et al., 2012) (Figures 6A and 6B).

Note that cluster 1 neurons in control group included a small fraction of neurons that were activated by air puff more strongly than any optogenetically identified DA neurons; this population, which is likely to be non-dopaminergic, was largely absent in the lesion group (see Experimental Procedures for details). Neurons in the second cluster showed sustained excitation after CS onset whose magnitude monotonically increased with reward probabilities, similar to optogenetically identified GABA neurons (Cohen et al., 2012). In addition, there was a third cluster of neurons that were inhibited during the delay.

Consistent with the habenula’s disynaptic inhibitory connections to DA neurons and direct excitatory connections to VTA GABA neurons, habenula lesions caused a slight increase in the baseline firing rates of neurons in cluster 1 and a decrease in cluster 2 (Figure 6C). In addition to changes in baseline, habenula lesions also altered the task-related responses of neurons in cluster 2 (putative GABA neurons). First, whereas air puff caused phasic excitation in cluster 2 neurons of control group, these responses were dramatically decreased in lesion group (Figures 6B and 6D). In addition, the robustness of sustained excitation...
during the delay in 90%-reward trials was greatly reduced in lesion animals (p < 0.0001, Wilcoxon rank-sum test; Figure 6E). The sustained excitations in 90% and 50% reward trials were less discriminable (p = 0.0017, Wilcoxon rank-sum test; Figure 6F).

Behavioral Phenotype Is Consistent with a Relative Decrease of Negative over Positive RPE
The above results demonstrate that habenula lesions impaired aspects of RPE-related responses of DA neurons. In control animals, lick frequency in 50%-reward-probability trials reached an asymptote at an intermediate level. This can be parsimoniously explained by RPE: in 50%-reward-probability trials, animals receive positive RPEs when reward was delivered and negative RPEs when reward was omitted. As a result, the predicted value of reward reaches equilibrium. We hypothesized that the elevated lick frequency in 50%-reward trials in lesion animals can be explained by unbalanced RPEs.

To test this idea, we implemented a simple reinforcement learning model (Rescorla and Wagner, 1972). In this model, animals learn to predict the value of upcoming reward associated with different odor cues. The value of each odor was updated based on the magnitude of RPE multiplied by a learning rate parameter ($\alpha$). To dissociate the effect of positive versus negative RPEs in learning, two learning rate parameters ($\alpha_+$ and $\alpha_-$) were assigned separately for each (Figure 7A). The third parameter, $R$, corresponds to the value of the outcome.

We first fit the model to the data in control animals during training and during the post-operative period. We found that...
the fitted value for $a_P$ (0.0020 ± 0.0002) was very close to the fitted value for $a_N$ (0.0022 ± 0.0003). The fitted value of $R$ (6.8 ± 0.3 licks/s) reflected the asymptotic lick frequency in high reward probability trials. Next, assuming that the lesion group has the best fit when $a_P$ and $a_N$ have similar values (left); lesion group has the best fit above the diagonal line (i.e., $a_P > a_N$). Best fit parameters ($a_P$ and $a_N$) are marked by asterisks and correspond to the conditions for data fitting in (C). Due to differences in the duration of experiments, 16 days of data are used for control data fitting and 27 days of data are used for lesion group. Using 16 days of the data to fit both groups yielded qualitatively similar results. Same values of $R$ (6.8 licks/s) are used for control and lesion group.

(C) Example fitted data from (B) using best fitted parameters.

Figure 7. Simulation of Anticipatory Licking Based on the Rescorla-Wagner Model

(A) Schematic of the learning algorithm. $V_N$, associative strength between odor cue and reward at trial N, corresponds to anticipatory lick frequency measured in trial N; $a_N$, learning rate from positive prediction error; $a_N$, learning rate from negative prediction error. The value of $V_N$ is updated in a trial-by-trial manner depending on whether reward is delivered or not, as well as the current value of $V_N$.

(B) The quality of model fitting, indicated by log likelihood of observing the experimental data, depending on the combination of $a_P$ and $a_N$. Control group has the best fit when $a_P$ and $a_N$ have similar values (left); lesion group has the best fit above the diagonal line (i.e., $a_P > a_N$). Best fit parameters ($a_P$ and $a_N$) are marked by asterisks and correspond to the conditions for data fitting in (C). Due to differences in the duration of experiments, 16 days of data are used for control data fitting and 27 days of data are used for lesion group. Using 16 days of the data to fit both groups yielded qualitatively similar results. Same values of $R$ (6.8 licks/s) are used for control and lesion group.

Technical Considerations

The present study was designed to examine the necessity of the habenular complex for reward prediction error signals in DA neurons. The habenula in mice is a longitudinal structure extending ~1 mm along the anterior-posterior axis and is located immediately adjacent to the third ventricle. In order to reliably inactivate the whole structure, we chose electrolytic lesions over other methods such as excitotoxic lesions, optogenetics, pharmacogenetics or local pharmacology. These alternative methods run the risk of partial inactivation. Further, given the high baseline firing rates of habenula neurons, transient inactivation might cause a great increase in the baseline firing rates of DA neurons, which would in turn make it difficult to isolate the effects on phasic responses. For our purpose, permanent lesions have certain advantages. First, inactivation is complete, and it is easier to confirm the extent of inactivation (lesions) by histology. This method can be applied to an elongated brain area and it is expected to be less prone to causing large changes in baseline firing in DA neurons. On the other hand, lesions have disadvantages. For instance, long-term compensation may occur over time (discussed further below).
After lesions of the habenula, DA neurons were identified using an optogenetic tagging method. This type of unambiguous identification was necessary because lesions could have dramatically altered the firing patterns of DA neurons. Furthermore, spike waveforms, a commonly used method to identify DA neurons, have been shown to be unreliable in recording conditions similar to the present study (Cohen et al., 2012).

Although the habenula is relatively isolated from other surrounding areas, it is possible that our habenula lesions might have damaged fibers of passage in the stria medullaris and fasciculus retroflexus. The stria medullaris mainly consists of afferent fibers to the habenula from forebrain areas such as the lateral hypothalamus, nucleus of diagonal band, septum nucleus, and endopeduncular nucleus (Klemm, 2004). The fasciculus retroflexus is a fiber tract linking the habenula and subcortical areas such as the VTA, rostromedial tegmental nucleus (RMTg), raphe nucleus and interpeduncular nucleus (Araki et al., 1988; Herkenham and Nauta, 1979). Although we cannot exclude the possibility that we lesioned a fraction of these fibers that just passed the habenula, most of these fibers constitute inputs and outputs of the habenula. In addition, in some cases, we also damaged the dorsal part of the PVT. However, the size of PVT lesions was not correlated with the deficit in DA “dip” during reward omission. Although we cannot exclude the possibility that these unintended lesions contributed to the effect of lesions, in the following, we will provide a parsimonious explanation for our data based on reported neuronal activities and projections of neurons in the habenular complex (Hong et al., 2011; Jhou et al., 2009; Matsumoto and Hikosaka, 2007, 2009b).

**Mechanisms that Generate RPE-Related Activity of DA Neurons**

It had been proposed that LHB neurons send a relatively complete set of RPE signals to DA neurons (Hong et al., 2011; Matsumoto and Hikosaka, 2007). Our results partially support this idea, as habenula lesions affected phasic inhibitory responses during reward omission as well as excitatory responses to reward-predictive cues and reward. However, our results also suggest that multiple inputs underlie the generation of RPE-related activities of DA neurons. First, inhibitory responses to air puff and air puff-predictive cues remained intact even after lesions. Although we cannot completely rule out the possibility that the lack of effect was due to a compensatory mechanism after lesions, our results are consistent with the idea that inhibitions caused by reward omission involve different mechanisms than inhibitions caused by air puff or air puff predictive cues. In other words, if both inhibitory responses during reward omission and air puff are caused by the same mechanism, compensation should occur in a same degree to both of these responses. This was not the case. Second, in contrast to the results for reward omission, the effects on positive RPE were less evident. Specifically, in the lesion group, the responses to reward predictive cues and reward were still significantly modulated by expectation, while the responses to reward omission failed to distinguish high (90%) and medium probability (50%). In addition, a higher percentage of DA neurons in habenula-lesioned animals still showed significant responses to positive RPE than to reward omission. Even in the animals with more than 85% lesions of habenula, the phasic excitation remained largely intact (Figure S2). These results suggest that excitation of DA neurons requires other inputs than those from the habenula. This is consistent with a previous study which showed that LHB neurons have longer latency than DA neurons in responding to reward-predictive cues or reward (Matsumoto and Hikosaka, 2007). Thus, the habenula appears responsible mainly for the inhibitory responses of DA neurons to reward omission, but not to aversive stimuli, and only partially to reward. Taken together, these results suggest that the RPE-related activities of DA neurons are generated by multiple inputs.

The habenula can influence firing patterns of DA neurons through multiple pathways. Neurons in the LHB send glutamatergic projections to the RMTg, which contains GABA neurons synapsing onto DA neurons (Hong et al., 2011; Jhou et al., 2009). It should also be noted that there are other pathways by which habenula neurons influence DA neurons. First, LHB neurons send direct projections to VTA GABA neurons as well as, to a lesser extent, to DA neurons (Jhou et al., 2009; Omelchenko et al., 2009). Interestingly, cluster 2 (putative VTA GABA) neurons drastically reduced its activity after habenula lesions. The decreased baseline firing of VTA GABA neurons may, in turn, increase the baseline activity of DA neurons. Furthermore, the habenula projects to the dorsal raphe nucleus (Ogawa et al., 2014; Pollak Dorocic et al., 2014; Sutherland, 1982; Weisbourd et al., 2014), which is a major source of monosynaptic inputs to VTA DA neurons (Watabe-Uchida et al., 2012). Lastly, a less studied pathway is the medial habenula’s projection to the interpeduncular nucleus (IPN) (Viesnath et al., 2013). Lesions of this pathway lead to an increase in DA levels (Nishikawa et al., 1986), which might contribute partly to the increase of baseline firing. Recording from the medial and lateral habenula in similar tasks will elucidate its function in reward processing. Furthermore, projection-specific manipulation of activity (Felix-Ortiz et al., 2013; Stamatakis and Stuber, 2012; Tye et al., 2011) will be a powerful means with which to uncover the significance of each of these pathways from the habenula to DA neurons.

**Neural Mechanisms Underlying Prediction Error-Driven Learning**

Prediction error-based learning allows an animal to learn the proper values associated with different stimuli (Dayan and Abbott, 2001; Rescorla and Wagner, 1972). Optimal learning requires a correct balance between learning from positive and negative RPEs. After habenula lesions, licking in 50% and 90% reward trials was elevated, which could be explained by the effect of weakened negative RPEs compared to positive RPEs. This is consistent with the decrease in negative RPEs and the comparably mild change in positive RPEs in DA neurons. Alternatively, licking might be increased because of a change in motivation. For example, DA neurons’ phasic response to reward-predictive cues as well as tonic firing have been linked to motivation (Niv et al., 2007). However, these mechanisms cannot explain the behavioral change. First, cue-evoked phasic responses of DA neurons were reduced overall after lesions (Figure 5C). Second, although licking gradually increased over several days, the baseline firing did not increase over this period (Figure 2).
The behavioral changes by lesion of habenula may, however, be mediated by other mechanisms than DA neurons. First, it remains less evident whether a brief dip in DA firing during reward omission is sufficient to cause learning from negative RPEs because previous studies often used relatively long inactivation of DA neurons compared to the natural dip (Danjo et al., 2014; Tan et al., 2012). Second, the habenula also has strong projections to the median as well as the dorsal raphe nuclei (Aghajanian and Wang, 1977; Kalén et al., 1989; Lecourtier and Kelly, 2007; Ogawa et al., 2014), which has been implicated in learning from negative events (Agetsuma et al., 2010; Amo et al., 2014; Cohen et al., 2015). Thus, impaired negative RPE-based learning in behavior could arise from pathways independent of DA neurons. Further studies are needed to elucidate the pathways through which the habenula controls RPE-based learning in mammals.

EXPERIMENTAL PROCEDURES

Animals

All procedures were carried out in accordance with NIH standards and approved by Harvard University Institutional Animal Care and Use Committee (IACUC). We used 13 adult male mice, backcrossed with C57/BL6 mice, heterozygous for Cre recombinase under the control of the DA7 gene (B6.SJ-Laczαm1.TcreBknvyJ; Jackson Laboratory) (Blackman et al., 2006). Five animals in the habenula lesion group were verified by histology. Seven animals were in the control group including two with sham-lesion operation, one with only small contra-lateral side lesion of the medial habenula, and four animals without operations in the habenula. Animals were singly housed on a 12-hr dark/12-hr light cycle.

Surgery and Viral Injections

Mice were surgically implanted with a custom-made metal plate (a head plate). During the same surgery, 500–1,000 nl adeno-associated virus (AAV), serotype 5, carrying an inverted ChR2 (H134R)-EYFP flanked by double foxP sites (Atasoy et al., 2008; Cohen et al., 2012) was injected into the VTA (from bregma: 3.1 mm posterior, 0.7 mm lateral, 4–4.2 mm ventral). The expression of this virus in DA neurons is highly selective and efficient, and ChR2 expression is uniform across DA neurons with different projection targets (Cohen et al., 2012; Lammel et al., 2015).

After 10 days of training on the conditioning task, mice were randomly selected to be in lesion or sham-lesion group. Electrolytic lesions were made bilaterally using a stainless steel electrode (15 kΩ). Each side of the brain was lesioned at two locations (from bregma: 1.6 mm/1.9 mm posterior, 1.15 mm lateral, 2.93 mm depth, with a 14° angle).

During the same surgery, 500–1,000 nl adeno-associated virus (AAV), sero-
type 5, carrying an inverted ChR2 (H134R)-EYFP flanked by double foxP sites (Atasoy et al., 2008; Cohen et al., 2012) was injected into the VTA (from bregma: 3.1 mm posterior, 0.7 mm lateral, 4–4.2 mm ventral). The expression of this virus in DA neurons is highly selective and efficient, and ChR2 expression is uniform across DA neurons with different projection targets (Cohen et al., 2012; Lammel et al., 2015).

After 10 days of training on the conditioning task, mice were randomly selected to be in lesion or sham-lesion group. Electrolytic lesions were made bilaterally using a stainless steel electrode (15 kΩ). Each side of the brain was lesioned at two locations (from bregma: 1.6 mm/1.9 mm posterior, 1.15 mm lateral, 2.93 mm depth, with a 14° angle).

A cathodal current of 150 μA for 10 s was applied. For sham-lesion operations, no current was applied. In the same surgery, 500–1,000 nl adeno-associated virus (AAV), serotype 5, carrying an inverted ChR2 (H134R)-EYFP flanked by double foxP sites (Atasoy et al., 2008; Cohen et al., 2012) was injected into the VTA (from bregma: 3.1 mm posterior, 0.7 mm lateral, 4–4.2 mm ventral). The expression of this virus in DA neurons is highly selective and efficient, and ChR2 expression is uniform across DA neurons with different projection targets (Cohen et al., 2012; Lammel et al., 2015).

All surgery was performed under aseptic conditions with animals either under ketamine/medetomidine anesthesia (80/0.5 mg kg⁻¹, intraperitoneal, respectively) or isoflurane anesthesia (1%–2% at 0.5–1.0 l/min). Analgesics (ketoprofen, 1.3 mg kg⁻¹ intraperitoneal, and butorphanol, 0.1 mg kg⁻¹ intraperitoneal) were administered postoperatively.

Behavioral Task

After >1 week of recovery, mice were water-deprived. The body weight was maintained above 85% of their full body weight. Animals were head-restrained using a head plate and habituated for ~15 min for 1–2 days before training on the task. Odors were delivered with a custom-made olfactometer (Uchida and Mainen, 2003). Odors were isomyl acetate, eugenol, 1-hexanol, p-cymene, ethyl butyrate, 1-butanol, and canone (1/10 dilution in paraffin oil). A set of odor was assigned randomly for each animal. Licks were detected by breaks of an infrared beam placed in front of the water tube. Behavioral signals are digitized and recorded at 1 kHz (PCI-6251; National Instruments).

During the training period, each odor predicted a drop of water (3.75 ml; valve open for 70 ms) with different probabilities: 100%, 50%, nothing, or air puff delivered to the animal’s face. The strength of air puff was enough to cause blinking behavior and was shown to be aversive in a previous study (Cohen et al., 2015). Air puff trials were added after conditioning only with water for ~3–4 days. To measure the responses when actual outcome violates the expectation, during the recording sessions, we changed the reward probabilities to 90%, 50%, and 10% and air puff probability to 10%. Inter-trial intervals (ITIs) were drawn from an exponential distribution, resulting in a flat ITI hazard function. Data from control mice were obtained from 61 sessions (1–10 sessions per animal, 9 ± 7 sessions); data from lesion mice were obtained from 77 sessions (9–19 sessions per animal, 15 ± 5 sessions). Animals performed between 300 and 600 trials per day (441 ± 82 trials).

Electrophysiology

Recordings were made using a custom-built 200-μm fiber optic-coupled screw-driven microdrive with eight implanted tetrodes. Tetrodes were glued to the fiber optic with epoxy. The ends of the tetrodes were 350–600 μm from the end of fiber optic. Neural signals were amplified 200-fold with a filter between 0.1 and 9,000 Hz (RH2A116; Intan Technologies LLC) and digitized at 30 kHz (PCIe-6351; National Instruments). To extract timing of spikes, signals were band-pass-filtered between 300 and 6,000 Hz. Spikes were sorted offline using MCulst-3.5 software (David Redish). At the end of each session, the fiber and tetrodes were lowered by 40–60 μm to record new neurons next day.

To identify DA neurons, we used ChR2 to observe stimulation-locked spikes (Cohen et al., 2012; Jennings and Stuber, 2014; Kvitsiani et al., 2013; Lima et al., 2009). The optical fiber was coupled with a diode-pumped solid-state laser with analog amplitude modulation (Lasergow Technologies). Before and after each behavioral session, we delivered trains of 5 to 10 pulses of 473 nm light, each 5 ms long, at 1, 5, 10, 20, and 50 Hz, with power between 5 to 20 mW mm⁻². Spike shape was measured using a broadband signal (0.1–9,000 Hz) to ensure that spike waveform was not distorted.

To include a neuron in our dataset, the neuron must have been well isolated (t-ratio < 0.05) (Schmitzer-Torbert et al., 2009) and recorded between two identified dopaminergic neurons or within 200 μm of an identified DA neuron to ensure that all neurons came from VTA. Recording sites were further verified histologically with electrolytic lesions using 15–20 s of 100 μA direct current.

Data Analysis

To test whether the control and habenula-lesion group were different in behav-
ioral performance during the training period, we performed a three-way ANOVA. The three factors were lesion versus control (F3,338 = 2.81, p = 0.095), trial type (F3,338 = 6.19, p < 10⁻²), and days of training (F3,338 = 128.6, p < 10⁻²). Same analysis was applied on data after lesion or sham-lesion operation. Both lesion operation and trial types had a significant effect on licking, but not days (lesion/sham-lesion: F3,590 = 40.65, p < 10⁻10; trial types: F5,590 = 107.44, p < 10⁻10; days: F5,590 = 0.47, p = 0.95).

To identify neurons as DA, we used a stimulus-associated spike latency test (SALT) algorithm (Kvitsiani et al., 2013) to determine whether light pulses signifi-
cantly changed a neuron’s spike timing (Figure 2). For SALT algorithm, we used a time window of 10 ms after laser onset and a significance value of p < 0.05. To ensure that spike sorting was not contaminated by light artifacts, all light-identified DA neurons had Pearson’s correlation coefficients >0.9 between spontaneous and light-evoked spike waveforms, as described in Cohen et al. (2012). These criteria together allow us to identify neurons expressing channelrhodopsin-2 unequivocally, as shown in the bimodal distribution of Salt p value (Figure 2D).

To measure firing rates, peristimulus time histograms (PSTHs) were con-
built using 1-ms bins. Average PSTHs in figures were smoothed with a box filter of 100 ms (t ± 50 ms). Responses to specific behavioral events were calculated based on un-smoothed PSTH. In all the analyses, the baseline was calculated based on the activity during the inter-trial-interval immediately preceding odor onset of the same duration as the response time window. It should be noted that, because the baseline firing rates of DA neurons are...
elevated in lesion group, effects of lesions on task-related activities may be under- or over-estimated depending on the quantification methods used. With respect to our observation that the inhibitions caused during reward omissions is reduced by lesions, using the change from the baseline is a conservative approach. That is, with an increase in baseline firing, comparing the absolute firing rates during this period without subtracting the baseline is problematic because inhibitory responses could be underestimated in lesioned animals simply due to the elevated baseline firing rates. Because this phenotype is the main conclusion of the present study, we present the results using the change from the baseline throughout the manuscript. For the effects on inhibitory responses, our conclusions remain the same when we used the absolute firing rates. On the other hand, analysis based on the absolute firing rate underestimates lesions’ effects on excitatory responses (i.e., reward-predictive cues or reward). Nevertheless, there is still a trend that reward responses are smaller in lesion group (p = 0.05 for 50% reward, p = 0.13 for free reward, Wilcoxon rank-sum test). Overall, though, these results are consistent with our conclusions that dip during reward omission is more severely affected by lesions and that excitatory responses are partially compromised by lesions. To complement these analyses based on firing rates, we also quantified how well DA neurons’ responses discriminated the different probabilities of reward on a trial-by-trial basis. For this, we calculated the auROC value of each neuron. An ROC value was calculated using spike counts obtained in the time windows as defined above.

To cluster the response profiles of all recorded VTA neurons, we first obtained a normalized response time course of each neuron in trials with 90% probability of reward by calculating a sliding-window auROC by comparing the distribution of firing rates in a 100-ms window against the distribution of baseline firing rates (800 ms before odor onset). We then performed a principal component analysis on the response time courses of neurons from the control group (from CS onset to 1 s after reward delivery). The first four eigenvectors captured 87% of the variance, and the projections to those four principal components were used for K-means clustering to get three response types (clusters). Lesion group neurons were first projected to the same eigenvectors derived from control group and were clustered with K-means method later. Using this method, the phasic air puff response in cluster 1 in the control group was significantly stronger than that in optogenetically identified DA neurons. This indicates that cluster 1 may contain non-DA neurons. We observed strong air puff responses in a small fraction of non-light-identified neurons in cluster 1 (only 19 out of 121 neurons had phasic air puff response higher than 20 spikes/s, whereas the remaining 102 neurons had the average firing rate of 2.5 spikes/s). Thus the majority of neurons in cluster 1 still highly resemble the firing pattern of optogenetically identified DA neurons. The decrease of air puff excitation in Cluster 1 neurons after lesion was largely due to the loss of these non-light-identified neurons with air puff response >20 spikes/s. The presence of non-canonical neurons in cluster 1 does not affect our main conclusions in the text.

In simulation using a Rescorla-Wagner model, we used anticipatory licking behavior as a behavioral readout of associative learning. This analysis only used trials in which reward were anticipated with the probability of either 50% or 90%. We assumed no interaction between trials with different odor CSs. We also assumed a linear relationship between anticipatory licking and $V_{o}$ (the learned value of the odor CS in trial N). We updated the value of odor CS for 50% or 90% reward probability, separately, in a trial-by-trial manner using the following formula:

$$RPE = r - V_{t-1}$$

If $RPE > 0$: $V_{t} = V_{t-1} + a_{P} \times RPE$  \hspace{1cm} (1)

If $RPE < 0$: $V_{t} = V_{t-1} + a_{O} \times RPE$.

RPE represents the reward prediction error signal from the previous (N−1) trial; r represents reward received in N−1 trial (with value of R or 0, depending on whether reward is delivered or not); $V_{t}$ is the initial value of the odor CS. Under these assumptions, the value of water reward R was the same as the number of anticipatory licks when the animal fully learned the association between the odor and 100% water. The reward history was randomly generated based on the probability of reward, with 100 trials for each trial type per session. We set $V_{0}$ as 0 for the training data; for simulation of post-operative data, $V_{0} = 0.5R$ for 50% reward trials, and $V_{0} = R$ for 90% reward trials (since during training the reward probability is 100%). We used the average lick rate for each session across animals to fit the average lick rate of a simulated session. To fit the parameters ($R$, $a_{P}$, and $a_{O}$), we used a maximum likelihood fitting (“fmsearch” function in the MATLAB) to find the set of parameters that best predicted the experimental data. The likelihood of observing the data given the model was calculated each day on group averaged data by assuming a Gaussian noise with SD of 1, for both 50% reward and 90% reward trials. Then the likelihood was summed across all days of data and used for parameter fitting. We ran the simulation 10 times to obtain the SD of fitted parameters.

To quantify the size of lesion, we linearly transformed the standard atlas (Franklin and Paxinos, 2008) to best match the corresponding Nissl-stained histological images using anatomical landmarks such as the hippocampus. We labeled brain regions based on the best-matching transformed atlas. We marked the area of lesion by identifying the areas that were destroyed or that no longer displayed Nissl-stained neuronal somata. We calculated the intersect area of lesioned tissue and different brain regions, including the medial and the lateral habenula, paraventricular thalamic nucleus, and hippocampus using a customized MATLAB code.

**Immunohistochemistry**

After recording, mice were given an overdose of ketamine/medetomidine, exsanguinated with saline, perfused with paraformaldehyde, and brains were cut in 100-μm coronal sections. VTA sections were immunostained with antibodies to tyrosine hydroxylase (TH) (Millipore, Catf AB152, RRID: AB_390204) and secondary antibodies labeled with Cy3 (Jackson Immunoresearch). Sections were further stained with DAPI to visualize nuclei. Recording sites were identified and verified to be amid EYFP staining and TH staining in VTA. Habenula sections were stained with Nissl as described before (Cury and Uchida, 2010).

**SUPPLEMENTAL INFORMATION**

Supplemental Information includes Supplemental Experimental Procedures, five figures, and one table and can be found with this article online at http://dx.doi.org/10.1016/j.neuron.2015.08.028.

**AUTHOR CONTRIBUTIONS**

J.T. and N.U. designed the experiments. J.T. collected data and performed analysis. J.T. and N.U. wrote the manuscript.

**ACKNOWLEDGMENTS**

We thank N. Estel for his comments on the manuscript and other members of the N.U. lab for discussions, R. Komaki for assistance with behavioral training of animals, M.L. Andermann, B.P. Ölveczy, and B.L. Sabatini for discussions and comments on the manuscript, E. Soucy and J. Greenwood for help with building the electrophysiology recording system, and C. Dulac for sharing resources. This work was supported by the Sackler Scholar Programme in Psychobiology (J.T.) and NIH grants R01MH095953 (N.U.), and R01MH101207 (N.U.).

Received: April 26, 2015
Revised: July 14, 2015
Accepted: August 17, 2015
Published: September 10, 2015

**REFERENCES**


